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Riparian zones

• Riparian zones are three-dimensional zones
encompassing the following attributes [1]:

⋄ Hydrogeomorphic;
⋄ Vegetational;
⋄ Food-web.

• Riparian vegetation corresponds to all
vegetation units along river networks;

• They perform several functions, such as [2,3]:

⋄ Natural corridors for terrestrial wildlife;
⋄ Water purification;
⋄ Reduce flood vulnerability;
⋄ Areas of recreation.

Riparian zones illustration [4].
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Monitoring riparian zones

• Regulations were created aiming to protect these areas:

⋄ Forest code - Brazil;
⋄ Law nº 33/96 from Portugal.

• In 2017, R$ 3 billion in fines in Brazil [5];

• Complexity: 16.6Mha from Brazil is covered by water
[6] and Brazil has around 6.9M agricultural units with
an average area of 80.8ha [7].

• Quickly and accurately mapping riparian zones is
necessary to guarantee that these regulations are being
respected;

Water bodies (green) and watercourses (blue) [8].
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Strategies to map riparian zones

• Manually map on site;

• Remote sensing:

1. Unmanned Aerial system:

⋄ Very-high spatial resolution;
⋄ Most expensive option, low swath, and low spectral resolution.

2. Satellite

⋄ Most affordable option, high swath, and medium spectral resolution;
⋄ Generally it has a poor spatial resolution.

Comparison between satellite and UAV data against labels.
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Strategy based on the synergy between UAV and Satellite

• UAVs’ advantages appear to compensate for the satellites’
disadvantages, and vice versa [9].

• Why not take advantage of both?

• Satellite has great potential to cover large areas and can provide a
better spectral resolution;

• UAVs can be used to acquire very high resolution data and help
us to better define the meaning of each pixel;

Example of dominant and class membership label calculation.

Proposed strategy diagram.
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Dataset

• A new riparian-zones dataset that correlates UAV, Sentinel-1, and Sentinel-2 data is
proposed in this work;

• The dataset is composed of data acquired in 10 different places in Europe and South America
with a main focus on Brazil (4 site locations) covering 3.605km2;

• The dataset spans seven months, with data collected once a month;
• Classes: Water, forest and woodland, and other;
• Data sources:

⋄ UAV: OpenAerialMap (OAM);
⋄ Satellite: Open-Access Copernicus hub.

Drone and Sentinel-2 details. The total UAV area is 3.605km2.
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Dataset - preprocessing workflow

• Our proposal for dataset
pre-processing workflow has two
main phases:

⋄ Individual preprocessing workflow;
⋄ Combined workflow;

• UAV preprocessing workflow is
simplified:

⋄ Reprojection (EPSG:4326);
⋄ Area of interest (AOI) extraction;

Dataset composition workflow.
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Dataset - Sentinel 2 preprocessing workflow

• Only images with minimal/no visible cloud cover
over the area of interest were used;

• Only Level-2A products were used in the workflow
since they provide the bottom of atmosphere
reflectance;

• Level-1C (L1C) top of atmosphere are corrected
using Sen2Cor toolbox from European Space
Agency, which performs:

⋄ Atmospheric correction;
⋄ Terrain correction;
⋄ Cirrus correction.

Sentinel-2 workflow.
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Dataset - Sentinel 1 preprocessing workflow

• Level-1 Ground Range Detected (GRD)
characteristics:

⋄ Interferometric wide mode;
⋄ Descending orbit direction;
⋄ Dual VV+VH polarisation.

• SNAP from the European Space Agency was used
to pre-process.

Sentinel-1 workflow.
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Dataset - Combined workflow

• All rasters are reprojected to EPSG:4326;

• Rasters that have a resolution different than 10m are
re-projected;

• Missing rasters are filled using temporal gap filling, where the
interpolated reflectance value ρj (between ρi and ρk ) is
computed by:

ρj =
(tj − ti ) ∗ (ρk − ρi )

(tk − ti )
+ ρi (1)

• Assess co-registration needs based on visual inspection:
co-registration was not necessary;

Combined workflow.
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Dataset - Combined workflow (Cntd.)

• Spectral indices calculation: NDVI, IB, SAVI, NDWI, EVI,
EVI2, GNDVI, and NDMI;

• Finally, data is stacked and split into training and testing sets.

Brazil (3) data cube. Per month there are 20 bands: 10 Sentinel-2 (B, G, R,

RedEdge at 704nm, 740nm, 783nm, and 865nm, NIR, SWIR bands at 1610nm and

2190nm), Sentinel-1, and 8 Spectral indices, totaling 140 bands. Combined workflow.
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Ground truth composition

• Ground truth data was composed based on UAV data;

• k-means clustering with k-means++ initialization followed by
visual inspection and manual fixing were used to compose labels;

Flowchart ground truth composition algorithm.

• A small percentage of data was labeled to be used as a reference
by the clustering approach;

• Number of clusters and best vegetation index or color space band
are selected using a cartesian grid search.

Flowchart ground truth composition algorithm.
Inputs and output - ground truth.
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UAV and Satellite Synergy for Riparian Zone Classification

• A new approach using the combination of data acquired by UAVs and Satellite, and SegFormer
and a Deep learning based class membership (CM) classifier. Main differences:

⋄ Replace labor-intensive OBIA based approach;
⋄ Optimize NN architecture using Neural Architecture Search (NAS);
⋄ SAR and Spectral indices;
⋄ Temporal data.

• Inputs:

⋄ 3 Bands GeoTIFF VHR UAV data and
⋄ 20(140) Bands GeoTIFF S2/S1 data;

• Output: GeoTIFF raster describing class membership;

Proposed approach pipeline. D is data, M is model, I is interpretation, d is drone, and s is satellite. Adapted from Carbonneau et

al. (2020) [11].
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Semantic Segmentation Model - SegFormer - UAV

• SegFormer (B4) consists of two main modules:

⋄ A hierarchical transformer encoder - high and low resolution features;
⋄ A lightweight All Multilayer Perceptron (All-MLP) decoder to fuse these multi-level features.

• Main parameters:

⋄ Input patches (512x512 pixels);
⋄ Data augmentation was used in the training phase;
⋄ Trained using: Adam optimizer and Sparse Categorical Crossentropy loss;
⋄ LR (0.0001) with learning decay by 0.1 - patience 10 epochs;
⋄ Early stopping - 30 epochs of patience based on validation loss.

SegFormer structure. Extracted from Xie et al. (2021).

Luan Casagrande IME-USP

Multimodal Sub-Pixel Classification of Forest Vegetation in Riparian Zones 14/37



Introduction Methods Results Conclusion References Related Works

Class membership classifier - NAS - Satellite

• DNNs with and without convolutional layers are evaluated;

• NAS is used to design and optimize the architectures. The search spaces are parameterized by:

⋄ The number of layers;
⋄ The type of operation;
⋄ The number of filters, kernel size, number of units, and/or other specific parameters.

• Regularized evolution (population 100, mutation probability 0.05, 2000 trials) is used as a
search strategy.

Search space based on chain-structured neural networks, where NA means not applicable.
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Summary of experiments

1. Semantic segmentation - SegFormer;

2. Calibrated classifier:

⋄ Model performance without temporal data;
⋄ Model performance with temporal data;
⋄ Ground truth as the target variable.

Number of features per combination evaluated, where w/o means without and w/ means with.
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Semantic segmentation - SegFormer

• Model has learned meaningful patterns -
almost perfect level of agreement;

• Class water has the lowest IoU;

• Such differences between IoUs per class
impact the calibrated classifier performance.

• Best results: Brazil (2) and (4). Worst results:
Denmark and Brazil (3).

Class-specific IoU, OA, and kappa statistic - SegFormer model.

Class-specific IoU, OA, and kappa statistic for the different locations of the dataset.
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Semantic segmentation - SegFormer (Cntd.)

• Brazil (2): miss-predictions happened in the boundary
between classes;

• Denmark: major miss-predictions for classes water and
woodland and forest;

• The errors from the second case are significant enough
to impact dominant/sub-dominant classes.

Denmark - evaluation area.

Brazil (2) - evaluation area.
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Without Temporal Data - Dominant class

• Our bests: CNN-based S1-S2-SIs and DNN-based
S1-SIs;

• Our DNN and CNN architectures using only S2
input outperform related works with statistically
significant differences - NAS impact;

• Our bests significantly outperform DNN-S2; S1 or
S1, SIs, and spatial resolution can improve
dominant class results.

OA and κ statistic for evaluated combinations without
temporal resolution.

Related works and our best OA and κ statistic, where C is crispy, CM is class membership, 1 is DNN, 2 is CNN classifier, and S2
is Sentinel 2.
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Without Temporal Data - Dominant class (Cntd.)

• Major difference in the Belarus location: our
results are less noisy;

• Our best was the only one capable to partially
predict water body in Brazil 3;

• Denmark: Worst SS performance. Only case that
our solution was not superior.

OA, κ statistic, and IoU, where C1 represents class other, C2 class
water, and C3 woodland and forest. Cells filled with dash (-) represent

that the value is not applicable.
Maps representing the dominant class: RF proposed by
Furuya et al. (2020) [10], DNN proposed by Carbonneau

et al. (2020) [11], and our best.
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Without Temporal Data - Class membership

• CNN-based model proposed by Carbonneau et al. (2020)
[11] produced the lowest MAE for the D class;

• Our DNN-based architecture achieved the lowest MAE for
the SD class when considering all pixels;

• Our models achieved the lowest MAE for D and SD classes,
showing higher potential to predict subtle changes.

ME and MAE for dominant (D)/sub-dominant (SD) classes.
Error frequency per model.
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Without Temporal Data - Class membership (Cntd.)

• Our model’s certainty is smaller than the ones
proposed in related works;

• Belarus: our models have managed to predict
the dominant class water in a more accurate
way;

• Our models had a better performance in
sub-dominant class prediction for Brazil (1)
and (2);

• Misprediction clusters in related works (SD)
may misguide conservation efforts and
undermine confidence in the maps.

Maps show class percentages without temporal data. CNN and
DNN represent CM models proposed by Carbonneau et al., 2020
[11]. Green pixels indicate water, red for other classes, and blue
for woodland/forest. Each pixel contains a mix of all classes.
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With Temporal Data - Class membership (Cntd.)

• CNN-based results are smoother
than DNN-based results;

• We can notice major differences in
Belarus:

⋄ Our models without temporal
data predicted the river more
accurately than the reference;

⋄ Same relation between with and
without temporal data;

Maps representing a class percentage. CNN and DNN represent
class-membership models proposed by Carbonneau et al., 2020 [11]. Reference
is reference labels for test areas. Green pixels represent water red other, and
blue woodland and forest. Each pixel is represented by a mixture of all classes.
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Conclusions

• This work presents a novel two-stage approach that takes advantage of the synergy between
UAV and Satellite using a CNN-based class membership classifier calibrated by SegFormer
predictions made in UAV data;

• A new dataset combining UAV, Sentinel-1, and Sentinel-2 data collected from ten sites across
Europe and South America is introduced in this work;

• Compared to the reproduced works, our best combinations produced distinctly different and
superior results for the dominant class;

• We can predict class membership before it is dominant, aiding resource management in
proactive conservation;

• Besides being superior, our approach reduces human impact in the pipeline through a semantic
segmentation model;
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Conclusions

• The comparisons performed show that:

⋄ Neural architecture search effectively addressed variations in the target variable, yielding a
superior result with statistically significant differences compared to Carbonneau et al. (2020)
[11];

⋄ Incorporating S1 data, or S1, SIs, and spatial resolution can improve dominant class results;
⋄ The inclusion of temporal data in the proposed model had a significant impact on the

performance particularly when using 3D CNNs (Spatial-temporal CNN);

• Limitations:

⋄ Limited search space: search space for parameter optimization may have constrained the
model’s performance potential;

⋄ Cloud coverage: Products impacted by cloud coverage were not included in this study;
⋄ Seasonal variability: We have not evaluated the solution’s potential to handle seasonal

variability.

• Future works:

⋄ Increase search space;
⋄ Evaluation of spatial-contextual models (Semantic segmentation step);
⋄ Extend temporal analysis and investigate RNN alternatives for temporal patterns;
⋄ Increase dataset aiming to evaluate solution’s potential in seasonal variability;
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Combining UAV and Multi-Source Satellite Data for
Sub-Pixel Classification of Forest Vegetation in Riparian

Zones

Thank you!

Luan Casagrande
Advisor: Prof. Dr. Roberto Hirata Jr.
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Related works

• Two works were reproduced for comparison purposes;

• Furuya et al. proposed a comparison between multiple classifiers to map Riparian zones using
Sentinel-2 data:

⋄ Evaluated Random Forest (RF), Decision Tree (DT), Support Vector Machine (SVM), and
Normal-Gaussian Bayes (NB) to classify;

⋄ Best results achieved with DT;
⋄ Problems reported: Sparse vegetation, soil brightness, and types of vegetation covers that

were not included in the training dataset.
⋄ Main differences: Synergy, sub-pixel classification, additional data types, and time-series.

• Carbonneau et al. proposed a comparison between fuzzy and crispy classifiers to classify fluvial
scenes using Sentinel-2 data calibrated by UAV:

⋄ Evaluated CNNs and DNNs - fuzzy and crispy classifiers;
⋄ Best results achieved with CNN - Fuzzy classifier;
⋄ Problems reported: a high percentage of vegetation in wetted areas, limited dataset (regional

scale), and lack of significant seasonal variability in the data.
⋄ Main differences: target variable - satellite model, additional data types, time-series, neural

architecture search.
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With Temporal Data - Dominant class

• Our bests: CNN and DNN based S1-S2-SIs;

• In 3 out of 6 cases, the improvement between
without and with temporal data is statistically
significant (CNNs) - Combinations with S1;

• Temporal data does not significantly enhance
dominant class accuracy for most combinations
using DNN-based architecture;

• Our best models with temporal data are better and
statistically different than related works.

OA and κ statistic for evaluated combinations with
temporal resolution.

OA and κ statistic for best results achieved for reference works, without temporal data, and with temporal data.
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With Temporal Data - Dominant class (Cntd.)

• Our best CNN: best performance in 6/10 locations;

• Without temporal data was superior in 3/10
locations. Two are among the smallest areas;

• Our CNN with temporal data underperforms
related works in only one case (Denmark);

• Belarus: Significant differences appear over or near
the river, with the best temporal-data combination
closest to the reference.

OA and κ statistic for best combinations with and without temporal
data. Cells filled with dash (-) represent that the value is not applicable.

Maps representing the dominant class: RF proposed by
Furuya et al. (2020) [10], DNN proposed by Carbonneau

et al. (2020) [11], and our best (with and without
temporal data).
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With Temporal Data - Class membership

• Considerable progress in terms of M for the dominant class with and without homogeneous
pixels;

• Small progress for the SD class in heterogeneous pixels classified by the CNN, but a worse
performance by the DNN model;

ME and MAE for dominant (D)/sub-dominant (SD) classes.

Error frequency per model.

Luan Casagrande IME-USP

Multimodal Sub-Pixel Classification of Forest Vegetation in Riparian Zones 31/37



Introduction Methods Results Conclusion References Related Works

Ground Truth - Target Variable

• Performance for models with GT as input is worse
than SS, but differences are not statistically
significant;

• Optimization with only 2000 combinations, which
is considerably smaller than the search space;

• Models with GT achieved the lowest MAE for D
and SD classes;

• Same pattern mentioned in the previous two slides:
temporal data has helped to improve the results. OA and κ statistic for the best combinations with and

without temporal data, using both the output from SS
and GT as the target variable,

ME and MAE for dominant/sub-dominant classes.
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Appendix - Calibrated classifier - additional outputs

Additional maps representing the dominant class: RF proposed
by Furuya et al. (2020), DNN proposed by Carbonneau et al.

(2020) and our best.

Additional maps representing a class percentage without
temporal data. CNN and DNN represent class-membership

models proposed by Carbonneau et al., 2020.
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Appendix - Calibrated classifier - additional outputs (Cntd.)

Additional maps representing the dominant class: RF proposed
by Furuya et al. (2020), DNN proposed by Carbonneau et al.

(2020), and our best. (1) is without temporal CNN combination
(S1 + S2 + SIs), (2) is without temporal DNN combination (S1
+ SIs), (3) is with temporal CNN combination (S1 + S2 + SIs),
and (4) is with temporal CNN combination (S1 + S2 + SIs).

Maps representing a class percentage without temporal data.
CNN and DNN represent class-membership models proposed by

Carbonneau et al., 2020. (1) is without temporal CNN
combination (S1 + S2 + SIs), (2) is without temporal DNN

combination (S1 + SIs), (3) is with temporal CNN combination
(S1 + S2 + SIs), and (4) is with temporal CNN combination (S1

+ S2 + SIs).
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Appendix - McNemar’s test - wo. temporal data

McNemar’s Test Results (χ) for related works against our best and our with Sentinel 2.

McNemar’s Test Results (p-values) for related works against our best and our with Sentinel 2.
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Appendix - McNemar’s test - w. temporal data

McNemar’s Test Results (χ) for combinations with against without temporal data.

McNemar’s Test Results (p-values) for combinations with against without temporal data.
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Appendix - McNemar’s test - wo. temporal data

McNemar’s Test Results (χ) - GT against SS as target variable.
McNemar’s Test Results (p-values) - GT against SS as target

variable
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